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SIMULATION OF GROUND-WATER FLOW

FIGURE 7.-Water levels in two adjacent observation wells in the Milford area, 1932-83 .

cific yield, assuming that the water levels will have been
lowered so that the confined aquifers have been dewa-
tered; thus, a specific yield representative of water-table
conditions will determine the amount of water released
from storage. The ground-water system in the Milford
area covers approximately 550 mi2 . Assuming an average
saturated thickness of 400 ft for the basin fill and a specific
yield of 0.15, the amount of recoverable water in storage
was estimated to be 21 million acre-ft .

SIMULATION OF GROUND-WATER FLOW

A three-dimensional, finite-difference computer pro-
gram developed by McDonald and Harbaugh (1988) was
used to describe ground-water flow in the basin fill in the
Milford area . The finite-difference algorithm used in
their computer program can generate only an approxi-
mate solution to the partial-differential equation that de-
scribes ground-water flow ; therefore, the model needs to
be considered a tool to help describe the ground-water
system. The ground-water model was used to (1) verify
or improve estimates of recharge and discharge and the
hydraulic properties that describe the basin-fill aquifer ;
and (2) simulate past and future stresses on the basin-fill
aquifer. Both short-term stresses using the present pat-
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tern of ground-water withdrawal, and long-term stresses
using hypothetical distributions of ground-water with-
drawal were simulated . The short-term simulations pro-
jected effects of present withdrawals and potential
increases in withdrawals . The long-term simulations test-
ed the effects of three kinds of ground-water develop-
ment: "sustained" yield, ground-water mining, and the
capture of natural discharge .

MODEL DESIGN

MODEL GRID AND LAYERS

The three-dimensional, ground-water flow model
uses a block-centered or cell-oriented grid system as de-
scribed by McDonald and Harbaugh (1988, p . 5-1) . The
grid used for the Milford model consists of 55 rows and
29 columns. Cell spacing ranged from 0 .5 to 1 .5 mi. The
smallest cells, located in the area with numerous wells,
cover 0.25 mi2 ; largest cells cover 1 .5 mi 2 . The area of ac-
tive cells (those actually included in the model calibra-
tions) used in the final model design are shown en plate 1 .

The original model design included two layers; an un-
confined upper layer and a confined lower layer, except
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unconfined at the margins of the basin where water levels
were below the base of the upper layer . Thickness for the
upper layer was held constant at 200 ft, conforming to
surface topography .

In some cells along the active edge of the upper layer,
the saturated thickness of the porous medium was small .
During initial transient simulations, many of these active
cells went dry within a short period of time, probably
causing adjacent cells to go dry prematurely. In the actual
system, water levels do not decline this abruptly, so the
ground-water model was redesigned to prevent cells
from going dry prematurely by including three layers .
The upper layer (layer 1), which represents the uncon-
fined basin fill, was deepened to 250 ft below land surface
along the axis of the basin. The bottom of layer 1 was in-
clined in a north direction to parallel the natural inclina-
tion of the land surface. Also, the bottom of layer 1 was
made uniform in an east and west direction from the axis,
thus increasing its thickness toward the mountains . This
design eliminated the problem of cells going dry because
almost all cells in layer 1 have large saturated intervals,
except in the extreme northwest corner . Due to the steep
hydraulic gradient in that area, a few cells have small sat-
urated intervals, and some cells are inactive because the
water level is below the bottom of layer 1 .

The middle layer (layer 2) generally represents a con-
fined aquifer . Only those cells in the extreme northwest
corner, which lie under the inactive (dry) cells of layer 1,
simulate unconfined conditions . The confining bed is not
simulated; therefore, the top of layer 2 coincides with the
bottom of layer 1. Because of the lack of data defining the
base of the ground-water system, the thickness of layer 2
was not specified ; therefore, constant transmissivity had
to be used for this layer during all simulations, rather
than computing transmissivity from hydraulic conduc-
tivity and saturated thickness .

After initial transient simulations, the bottom layer
(layer 3) was added in order to provide a source of water
for upward leakage into layer 2. Without this layer, com-
puted water-level declines in layer 1 and layer 2 were al-
most twice the historical water-level declines. Layer 3
represents a confined aquifer with a constant transmissiv-
ity as in layer 2; thus, no top or bottom surfaces had to be
specified.

BOUNDARY CONDITIONS

Boundary conditions during model simulations are of
three types : constant head, constant flux, and mixed .
Constant-head cells maintain the specified head for the
entire simulation. Fluxes entering or leaving the ground-
water system through the constant-head cells are calculat-
ed based on the head gradient and transmissivity be-

tween the boundary and interior cells . Constant-flux cells
maintain the specified flux for the entire simulation ; the
heads are calculated . An impermeable or no-flow bound-
ary can be simulated by constant-flux cells with a speci-
fied flux of zero . Mixed boundary conditions are handled
by the general-head boundary module in the ground-wa-
ter flow model of McDonald and Harbaugh (1988, p . 11-
1), wherein the head and flux are calculated at the model
boundary using a specified conductance and head at
some distance outside the boundary. The conductance
can be determined by multiplying the hydraulic conduc-
tivity along the flow path from the model boundary to the
specified head by the cross-sectional area of the cell at the
model boundary and dividing by the length of the flow
path. If transmissivity is used instead of hydraulic con-
ductivity, then transmissivity is multiplied by the length
of the cell rather than cross-sectional area .

During steady-state calibration, constant-head, con-
stant-flux, and mixed (general-head) cells were used at
the boundaries . Constant-head cells were used in layer 1
along recharge boundaries where the estimated head and
hydraulic conductivity were considered to be more accu-
rate than any estimate of recharge . As shown in plate 1,
constant-head cells were placed along the entire length of
the eastern boundary from the north end of the simulated
area near Black Rock to south of the Beaver River near
Minersville .

Constant-flux cells in layer 1 were placed along
boundaries where the potentiometric surface indicated
that no appreciable subsurface inflow enters the ground-
water system, and were assigned a fl ,-ix value of zero.
This type of boundary condition generally exists along
the Black Mountains/basin-fill interface in the south and
most of the San Francisco Mountains/basin-fill interface
on the west .

The general-head (mixed) boundary was used along
two model boundaries where subsurfa^e flow into or out
of the basin occurs . This type of boundary was chosen in
order to quantify any changes in basin inflow and out-
flow due to declining water levels during transient simu-
lations . All flow was assumed to ente- or leave through
layer 2 ; therefore, cells in layers 1 and 3 along this type of
boundary were specified as no-flow. One general-head
boundary was placed along the southwest edge where
basin inflow enters from the Beryl-EnAerprise area . The
other general-head boundary was placed along the north-
west boundary at the San Francisco Mountains/basin-fill
interface and along the north edge of the simulated area
near Black Rock. The general-head t -oundary was not
used where interbasin flow enters the basin along Cove
Creek and the Beaver River . Because of the small number
of cells and the small area involved, any change in head
would not make a substantial difference in computed in-



flow. All boundary cells in layer 2 not specified as general
head, and all boundary cells in layer 3 were simulated as
no-flow .

INITIAL CONDITIONS

WATER LEVELS

Within the area of ground-water development, initial
water levels used for steady-state calibration were mea-
sured in 1927 and reported by White (1932, p . 58) . Addi-
tional water levels measured in wells through 1983 were
used outside the developed area, where data were few,
and at margins of the basin where steady-state conditions
were assumed at the time of measurement.

RECHARGE

Simulated recharge includes subsurface inflow from
consolidated rocks, seepage losses from canals and un-
consumed irrigation water, infiltration from perennial
and ephemeral streams, subsurface inflow from adjoining
basins through basin-fill deposits, and precipitation on
basin-fill deposits at margins of the basin . On the basis of
estimated-head values along the southern and western
margins of the basin, no appreciable subsurface inflow
enters from the consolidated rocks of the Black Moun-
tains and San Francisco Mountains. Apparently, all sub-
surface inflow from consolidated rocks is from the
Mineral Mountains and from the basalt east of Black
Rock. Although this inflow was estimated to be 15,000
acre-ft / yr, the model computed this inflow using a con-
stant-head boundary during steady-state calibration .

Seepage losses from canals and unconsumed irriga-
tion water is another major component of recharge to the
ground-water system. Seepage losses from canals, re-
ported by Mower and Cordova (1974, p . 18), vary with the
quantity of flow in the canals . On the basis of annual di-
versions, they reported a weighted average loss of 14 per-
cent of the water diverted in a test reach, or 1 .5 percent per
mile. This average rate of loss was assumed to apply for
the total 23 mi of canals in the area; thus 34 percent of all
diversions from the Beaver River is lost . An estimated 4
percent of the loss is assumed to be transpired by vegeta-
tion, leaving 30 percent to recharge the ground-water sys-
tem. The rate of recharge to the ground-water system is
thus estimated to be 1 .3 percent per mile of canal . This
rate, which is used for all major canals, is assumed to be
constant for both steady-state and transient conditions
despite yearly changes in flow . Losses from major canals
were calculated by multiplying 0 .013 times the continual-
ly decreasing flow for each mile of canal. These losses
were then distributed to the appropriate cells based on
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the length of the canal in a cell . Losses from small canals
were assumed to be part of unconsumed water applied to
irrigated lands .

The amount of discharge in the Beaver River, which is
regulated upstream at the Rocky Ford Dam, determines
the distribution for irrigation. By prior rights, the area
near Minersville is allocated 13 .8 ft3/s (10,000 acre-ft /yr) .
The remainder of the total discharge is available for use in
the area near Milford, up to 21 .4 ft 3 /s (15,500 acre-ft/yr),
the maximum quantity that can be transported in the Low
Line Canal . Discharge exceeding the total 35 .2 ft3/s
(25,500 acre-ft/yr) is allowed to flow down tine Beaver
River channel .

For steady-state calibration, the total 1927 discharge
of 31 .8 ft3/s (23,000 acre-ft/yr) (Mower and Cordova,
1974, fig. 3) was used. As mentioned above, 13 .8 ft3 / s

(10,000 acre-ft/yr) is allotted to the area near Minersville .
Along the 4-mile reach of the Minersville Canal . 0 .7 ft3 / s

(510 acre-ft / yr) was lost to the ground-water system, thus
leaving 13 .1 ft3/s (9,480 acre-ft/yr) for irrigation . Assum-
ing 30 percent infiltration of applied irrigation water, 3 .9
ft3 / s (2,820 acre-ft / yr) infiltrated to the ground-water
system and was distributed to cells that cover the current-
ly irrigated area.

After subtracting canal losses of 2 .2 ft31S (1,600 acre-
ft/yr) from the 18 .0 ft3 /s (13,000 acre-ft/yr) diverted into
the Low Line Canal, the amount of Beaver River water
available for irrigation in the area near Milford was 15 .8
ft 3 / s (11,400 acre-ft / yr), of which 4 .7 ft3 / s (3,400 acre-
ft/yr) infiltrated to the ground-water system . This water
was divided among cells that coincide with lands irrigat-
ed with surface water as shown by Nelson (1950, fig . 11) .

Seepage from irrigated lands using ground water was
assumed to be 30 percent as suggested by Mower and
Cordova (1974, p . 21). White (1932, p . 88) reported 6 .9
ft 3 /s (5,000 acre-ft/yr) of ground water was use-1 for irri-
gation in 1927, of which 30 percent or 2 .1 ft3/s (1,500 acre-
ft /yr) was assumed to be recharge . This seepage was ap-
plied by using the distribution shown by White (1932, fig .
2) .

Stream infiltration from the Beaver River it a minor
source of recharge except in wet years, when the flow
downstream from Rocky Ford Reservoir is substantially
greater than the 35 .2 ft3/s (25,500 acre-ft /yr) diverted for
irrigation. Winter minimum flows are 5 ft / s or less as re-
ported by Nelson (1950, p . 185). For steady-stat° simula-
tion purposes, an average of 2 .1 ft 3/s (1,500 acre-ft/yr) is
assumed to infiltrate to the ground-water system and is
distributed along 5 mi of river channel .

All recharge from stream and canal losses and seep-
age from irrigated lands was simulated as recharging
wells with a fixed flux. Stream and canal losses were not
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simulated as head dependent because water levels are be-
low the streambeds or canals .

Subsurface inflow from the Beryl-Enterprise area was
computed during model simulations using the general-
head boundary module of McDonald and Harbaugh
(1988, p. 11-1). This inflow increased during transient
simulations when water-level declines extended to the
boundary .

Recharge from precipitation was simulated using the
recharge module (McDonald and Harbaugh, 1988, p . 7-1)
in the eastern part of the basin where precipitation is
greater than 10 inches/yr. Only 5 percent of the precipi-
tation is assumed to infiltrate to the ground-water system
because of high evaporation rates and consumption by
vegetation. Recharge from precipitation is estimated to
be 5.1 ft3/ s (3,700 acre-ft/yr), which is greater than the 2.8
ft3/s (2,000 acre-ft / yr) reported by Mower and Cordova
(1974, p . 21). Recharge for each cell was entered as ft3/ s
per ft 2 of area, or ft / s for each cell.

DISCHARGE

Initial discharge from the ground-water system was
simulated as evapotranspiration, withdrawal from wells,
and basin outflow through the northwest general-head
boundary. Evapotranspiration was simulated in cells
where the water table is within 30 ft of land surface . Us-
ing this extinction depth, the area simulating evapotrans-
piration (pl. 2) corresponds to the phreatophyte area
mapped by Mower and Cordova (1974, pl . 3). A maxi-
mum evapotranspiration rate is assigned to each cell
within the phreatophyte area . The computed evapotrans-
piration is based on a linear proportion of the maximum
rate and the depth of water below land surface at each cell
(McDonald and Harbaugh, 1984, p . 317) . Evapotranspira-
tion rates used during model simulations ranged from 8 .2
x 10 -9 ft/ s (3 inches / yr) to 9 .8 x 10 -8 ft / s (37 inches / yr) .
These rates are similar to the rates determined by White
(1932, p . 86) .

Ground-water withdrawal from wells was estimated
by White (1932, p. 88) to be 5,000 acre-ft for 1927. The ar-
eal distribution for withdrawal from wells determined by
White (1932, fig. 2) was used for steady-state calibration .

Basin outflow to the northwest was calculated during
steady-state simulations using a general-head boundary.
By calibrating computed heads to estimated heads and
assuming the estimated distribution of transmissivity ap-
proximates reality, a reasonable estimate for basin out-
flow can be determined .

HYDRAULIC CONDUCTIVITY

Horizontal hydraulic-conductivity values for the up-
per water-table layer (layer 1) were estimated from drill-
ers' logs using a weighted average for all lithologies, and
from specific capacities determined from tests conducted
at time of drilling . These hydraulic-conductivity values
are multiplied by the saturated thickness in each cell dur-
ing model computations . Hydraulic-conductivity values
range from 2.3 x 10 - 5 ft / s (2 ft/d) to 6 .9 x 10 - 4 ft / s (60
ft / d) and were changed by trial-and-error during steady-
state calibration. The middle layer (layer 2) was simulat-
ed as a confined-unconfined aquifer using a constant
transmissivity rather than calculating transmissivity from
the saturated thickness . Transmissivity values in layer 2
range from 9.3 x 10-3 ft2/ s (800 ft 2 /d) to 5 .4 x 10 -1 ft2 / s
(47,000 ft2/d) and were similar to the distribution report-
ed by Mower and Cordova (1974, fig . 4) . The bottom layer
was simulated as a confined system. Hydraulic proper-
ties of this layer are unknown because this part of the
aquifer lies below the level of present development .
Transmissivity values were arbitrarily assumed to be one-
third of those used in the middle layer.

Most irrigation wells in the Milford area are complet-
ed in multiple permeable zones, thus maximizing pro-
duction. The lack of wells with completion in a specific
zone limits the ability to determine vertical hydraulic con-
ductivity and vertical head gradient . For this reason, no
estimates of vertical hydraulic conductivity and vertical
head gradient were reported by Mower and Cordova
(1974) and no aquifer tests were designed to determine
vertical hydraulic conductivity during* this study . From
limited water-level data representative of specific zones,
the difference in head between the water-table or semi-
confined aquifer (layer 1) and the ur derlying confined
aquifer (layer 2) was estimated to rang- from 1 to 10 ft in
the center of the basin .

The model calculates vertical flow between layers
from data incorporating vertical hydraulic conductivity
and aquifer thickness. The resulting to m, known as ver-
tical leakance (McDonald and Harbaug~h, 1988, p . 5-12), is
calculated by dividing the estimated vertical hydraulic
conductivity by the distance between the centers of ad-
joining model layers. Vertical hydraulic conductivity can
be assumed to be one to two orders of magnitude smaller
than horizontal hydraulic conductivity. Although the
model was designed with unspecified thicknesses for lay-
ers 2 and 3, the distance between the centers of adjoining
model layers can be assumed to be a few hundred feet .
Initial vertical leakance between layers, therefore, was es-
timated to range between 1 .0 to 5.0 x 10-9/s (8.6 x 10-5 to
4.3 x 10-4 / d). The larger values were distributed at the ba-
sin margin where vertical leakage is larger than in the
center of the basin. These values were adjusted during



calibration to maintain the estimated head differences be-
tween layers 1 and 2.

STORAGE COEFFICIENTS

An average value of 0 .20 for specific yield as reported
by Mower and Cordova (1974, p . 15) was used for the en-
tire upper layer (layer 1) . In the middle layer (layer 2),
two storage-coefficient arrays are necessary because it is
simulated as a confined-unconfined system . The primary
array contains the storage-coefficient values for the con-
fined aquifer that range from 5 .0 x 10- 4 to 1 .5 x 10-3 . The
secondary storage-coefficient array is necessary when
cells in layer 1 become dry and the underlying cells in lay-
er 2 simulate an unconfined aquifer . Because of greater
compaction at depth, the secondary storage-coefficient
array was assigned an average value of 0 .10. The bottom
layer (layer 3) is confined throughout the simulated area
and was assigned values an order of magnitude less than
the primary storage-coefficient array for layer 2 .

STEADY STATE CALIBRATION

The model was first calibrated to steady-state heads
known to exist prior to large-scale ground-water develop-
ment. Hydraulic conductivity and transmissivity in all
layers were varied along with vertical leakance during
steady-state calibration to obtain a best fit to initial heads .
Evapotranspiration rates also were adjusted to get a bet-
ter match to initial heads ; however, all adjusted values re-
mained within the initial ranges .

In the calibration process, the vertical leakance values
between layers were adjusted so that the estimated head
differences between layers 1 and 2 were maintained and
the necessary quantity of water from layer 3 moved up-
ward. Calibrated vertical leakance values between layers
1 and 2 range from 4 .8 x 10-10 to 6 .1 x 10 -8 / s (4 .1 x 10 -5 to
5.3 x 10-3 / d). Calibrated vertical leakance values between
layers 2 and 3 range from 1 .2 x 10 -9 to 7.2 x 10 -8 / s (1 .0 x
10-4 to 6.2 x 10-3 /d) .

Initial conductance values were varied at both gener-
al-head boundaries . At the southwestern boundary, the
conductances were varied to match computed heads and
fluxes to known heads and to the total estimated subsur-
face inflow of 2 .9 ft3/ s (2,100 acre-ft / yr) (Mower, 1982, p .
47). At this boundary, the final conductances range from
4 x 10- 3 to 2.5 x 10 - 2 ft 2/s (345 to 2,160 ft 2 / d). Through
this process, the computed steady-state heads were with-
in 20 ft of the initial heads estimated from field data and
the total computed subsurface inflow was only 0 .2 ft3 / s
(145 acre-ft/yr) below the initial estimate .

SIMULATION OF GROUND-WATER FLOW
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Because no estimate had ever been made for subsur-
face outflow along the northwestern general-head bound-
ary, the conductances were varied in order to match
estimated heads in the boundary cells. Most of the com-
puted heads were within 30 ft of the estimated heads in
this area; a 65-ft difference was the largest deviation .
These computed heads are considered to be within cali-
bration limits given that the estimated head gradient is
greater than 100 ft / mi, which is based on very limited
data and large cell size in this area. The model-calculated,
steady-state subsurface outflow for this boundary is 15 .8
ft3 /s (11,400 acre-ft/yr). In most cases, the con luctance
for each cell was increased by three times the or-ginal es-
timate. The final conductances at the northwest bound-
ary range from 1 x 10 - 3 to 4 x 10-2 ft 2 / s (86 to 3,460 ft2/ d) .

Steady-state calibration criteria included a match to
within 5 ft of initial heads in the area of ground-water de-
velopment and a reasonable match in other areas depend-
ing on hydraulic gradient, topography, and quantity of
data. Within a 309-cell area, where sufficient data were
available to make a reasonable estimate of steady-state
water levels or where the estimated hydraulic gradient
was small, the average difference between initial head
and computed head was less than 2 ft for all three layers .
Along most of the margins of the basins, a match to within
20 ft was considered to be within calibration limits . In a
few areas, such as the southeast recharge area near Min-
ersville and in the northwestern outflow area, the differ-
ence between initial and computed heads wa, greater
than 20 ft . This can be attributed to the steep lh;rdraulic
gradient, large cell size, and uncertainty in estimated ini-
tial heads .

Recharge from consolidated rocks was simulated by
using constant-head cells along the eastern boundary of
the area. The steady-state calibrated model is just one of
many possible solutions because recharge is unl -ounded.
The calibrated model, however, is a reasonable approxi-
mation of the ground-water system under steady-state
conditions because hydraulic conductivity we s varied
within reasonable limits along this boundary in order to
match initial heads . The original estimate for recharge
from consolidated rocks was calculated to be 20 .7 ft3 / s
(15,000 acre-ft/yr). By not assigning this recharge as con-
stant flux along this boundary, the model calculated the
recharge to be 32.9 ft3/ s (23,800 acre-ft / yr) .

Computer-generated steady-state contours for initial
and computed heads in layers 1 and 2 are shown in fig-
ures 8 and 9. The similarity in the figures is due to the rel-
atively small head differences between the two layers,
except in the center of the basin, where estimated head
differences are assumed to be 1 to 10 ft .

Prior to transient calibration, all constant-h-ad cells
along the eastern boundary of the simulated area were



FIGURE 8.-Steady-state contours for initial and computed water levels in layer 1 .



FIGURE 9.-Steady-state contours for initial and computed water levels in layer 2 .
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converted to constant-flux cells with all model-calculated
fluxes entered into the same recharge array as infiltration
from precipitation . As a transition step from steady-state
to transient calibration, arrays containing the necessary
storage-coefficient values were entered and a 100-year
simulation was made using steady-state conditions . This
simulation verified that the model-calculated boundary
fluxes did not vary with time .

TRANSIENT CALIBRATION

Transient calibration involved the use of time-depen-
dent data such as storage, known ground-water with-
drawals, and varying seepage from the Beaver River
channel and irrigated lands. Storage was adjusted in or-
der to match known water-level fluctuations . Steady-
state conditions were assumed to have prevailed in the
Milford area until 1950 when ground-water withdrawals
began to increase rapidly . Withdrawals varied from 15 .0
ft3 /s (10,900 acre-ft/yr) to 31 .5 ft3 /s (22,800 acre-ft/yr)
during 1931-49 . After 1950, withdrawals did not drop be-
low 44.2 ft3/s (32,000 acre-ft/yr) (fig . 6) . Coincident with
this increase, water levels in observation wells
(C-29-10)6ddc-1 and (C-29-10)6ddc-2 began to decline af-
ter 1950 (fig. 7) . The model-calculated, steady-state heads
were assumed to be representative of the ground-water
system prior to 1950 and were used as initial heads for
transient calibration .

Seven pumping or stress periods were selected for the
transient calibration: 1950-52,1953-60,1961-67,1968-72,
1973, 1974-78, and 1979-82 . During these intervals, dis-
charge from wells was relatively constant . The fifth stress
period, 1973, was a year of high flows in the Beaver River
and decreased pumping. By defining a single-year stress
period, the model could be tested for its response to in-
creased recharge and decreased ground-water withdraw-
als. Water-level changes were computed for the end of
each stress period within the 33-year transient-simulation
period, starting from the calibrated, steady-state water
levels. The computed changes in water levels for each
stress period were compared to water-level changes cal-
culated from measurements made in March of the year af-
ter each stress period.

Differences between measured and computed water-
level changes may reflect the response of the aquifer to a
large change in the last year of a stress period rather than
the overall trend for the entire stress period . Also, in
some observation wells, the measured water levels are
representative of both the unconfined and confined aqui-
fers, depending on the location of the perforated inter-
vals; whereas computed water levels are representative of

either the unconfined or confined aquifors, depending on
location and model layer .

The average ground-water withdrawals applied dur-
ing each stress period are shown in table 1. Annual
ground-water withdrawals for each well were averaged
over each stress period. If a well penetrated more than
one model layer, the average withdrawal was divided
proportionally between the layers based on the percent of
perforated interval in each layer . Fine lly, average with-
drawals for all wells were combined for each cell in a
model layer .

Two simulations were made for the transient calibra-
tion, each treating recharge from seepage to the ground-
water system differently. In both cases, seepage was
based on the mean annual flow in th^ Beaver River as
measured at Rocky Ford Dam . For the first transient sim-
ulation, seepage from surface-water irrigation, canal loss-
es, and infiltration from the Beaver River were averaged
for each stress period. As mentioned previously, the 13 .8
ft 3 /s (10,000 acre-ft/yr) of surface water diverted to the
area near Minersville remained constant due to prior
rights. In 1960, the flow in the Beaver River was slightly
below the amount allocated to the Mi-ersville area (fig .

TABLE 1 .-Variation in water-budget components during historical transient
simulations in the Milford area, Utah

[Data are in cubic feet per second ; acre-feet per year shown in parentheses]

Recharge fro-n seepage to
Stress

	

Ground-water

	

ground-water system s
period

	

withdrawals

	

Variable 2

	

Constant3
(years)

1950-52

	

42.8

	

30.4

	

26.4
(31,000)

	

(22,000)

	

(19,100)
1953-60

	

56.5

	

28.6

	

30.5
(40,900)

	

(20,700)

	

(22,100)
1961-67

	

61 .5

	

27.4

	

32.0
(44,500)

	

(19,800)

	

(23,200)
1968-72

	

74.2

	

39.9

	

35.8
(53,700)

	

(28,900)

	

(26,000)
1973

	

69.0

	

60.6

	

34.2
(50,000)

	

(43,900)

	

(24,800)
1974-78

	

83.0

	

42.9

	

38.4
(60,100)

	

(31,100)

	

(27,800)
1979-82

	

63.6

	

51.8

	

32.6
(46,000)

	

(37,600)

	

(23,600)

'Sum of seepage from irrigated lands using surface and ground water, canal losses,
and infiltration from the Beaver River.

'Based on the mean annual flow in the Beaver River and associated canals during each
stress period.

3Based on the mean annual flow in the Beaver River and associated canals during the
entire simulation period .
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3); however, the mean annual flow for any one stress pe-
riod was never lower than that allocation.

A ratio was calculated by which the seepage in the
area near Milford was adjusted for each stress period . The
diversion to the area near Minersville was subtracted
from the mean annual flow in the Beaver River as mea-
sured at Rocky Ford Dam . The remaining flow, up to a
maximum of 21 .4 ft3 / s (15,500 acre-ft / yr), was divided by
the flow that was diverted to the area near Milford in the
steady-state calibration . This ratio was then multiplied by
the steady-state seepage for each affected cell, thus in-
creasing or decreasing the seepage for each stress period
from the steady-state seepage. The same distribution of
surface-water irrigated lands was used for each stress pe-
riod. If the mean annual flow in the Beaver River was in
excess of the 35 .2 ft3/s (25,500 acre-ft/yr) diverted for ir-
rigation in any stress period, then the entire amount of ex-
cess flow was assumed to recharge the ground-water
system and was distributed among the cells along the
Beaver River channel .

A second simulation was made in which one set of av-
erage values was used for seepage to the ground-water
system during the entire simulation period rather than a
different set of values for each stress period . In this simu-
lation, seepage to the ground-water system in the area
near Minersville remained the same as in the previous
simulation .

Seepage from land irrigated with ground water was
simulated for each stress period by assuming that 30 per-
cent of the water withdrawn from each cell returned to
the ground-water system . Because this type of recharge
is independent of the surface-water system, the percent-
age of seepage remained constant for each transient sim-
ulation . Computer-generated contours of computed
water levels for 1983, at the end of the transient simula-
tion using constant recharge, are reasonably close to wa-
ter levels measured in wells for that year (fig . 10) .

Differences in simulated water levels for the two tran-
sient simulations using constant and varying recharge
from seepage for each stress period are considered to be
substantial if greater than 2 ft . These differences are
found in or near areas of recharge from seepage of surface
water as shown in figure 11 . Measured and computed
water-level changes for 13 observation wells that have
data for most or all of the stress periods are shown in fig-
ure 12. These observation wells are located in the north
and west parts of the developed area where the effects of
seepage from surface-water irrigation are negligible ;
therefore, only computed water-level changes using con-
stant recharge are compared to measured water-level
changes. Measured and computed water-level changes
for seven observation wells in which there are some, but
minimal, differences are shown in figure 13 . Simulated
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water-level changes for three observation well, where
there are substantial differences between the two types of
computed water-level changes are shown in figure 14 .
These observation wells are located in the southeastern
part of the developed area, closest to the area of surface-
water recharge. The computed water levels f°om the
transient simulation using constant seepage from surface-
water irrigation show a steady decline . This decline
might be the result of withdrawals in the main p' .tmping
center to the north. By varying the recharge for each
stress period, recharge becomes the dominant influence
on the ground-water system in this area, altho , igh the
long-term decline still occurs . The computed water-level
changes follow the same trends as those shown by the
measured water-level changes; however, overall water-
level declines obtained from constant recharge show a
better match to the total measured declines .

When seepage to the ground-water system from sur-
face-water sources was varied, model-calculated . water-
budget components of evapotranspiration and basin out-
flow were not substantially different than those calculat-
ed when seepage for each stress period was constant
(table 2) . In the last stress period with varying seepage,
however, the large increase in seepage from the Beaver
River resulted in a net increase of almost 5 ft3/s (3,620
acre-ft/yr) of water going into storage. In addition, the
three observation wells that show substantial water-level
changes are located near the Beaver River. This would in-
dicate that the greatest effect on computed water levels is
the result of excess flow in the Beaver River channel re-
charging the ground-water system .

Historical transient simulations using both varying
and constant recharge from seepage of surface-water irri-
gation show water-level declines of nearly 22 ft along the
eastern constant-flux boundary; however, limited water-
level data in this area indicate that there have bee- no ac-
tual water-level declines during the 1950-82 sin'iilation
period. Adjusting the constant-flux rates based on the
variation from average precipitation for each stress peri-
od still gave computed water-level declines of nearly 16 ft
along the eastern boundary . The simulated boundary ef-
fects are therefore probably due to the grid spacinz in this
narrow basin and large simulated ground-water with-
drawals, rather than the flux rates at the boundary .

SENSITIVITY ANALYSIS

Numerous simulations were made to detertr ;ne the
sensitivity of the calibrated, steady-state model tc chang-
es in input data . Each parameter was increased and de-
creased by 20 percent of its final calibrated value for all
layers simultaneously and for each layer sep?rately .



FIGURE 10.-Potentiometric contours for the end of the historical transient simulation for layer 2 using constant
recharge from seepage of surface water and measured water levels in wells in March 1983



FIGURE 11.-Model cells receiving constant and variable recharge from seepage of surface water during transient simulations
and location of observation wells from which measured water levels are compared to computed water levels
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FIGURE 12 .-Measured and computed water-level changes during 1950-83 for 13 observation wells in the Milford area



FIGURE 12.-Measured and computed water-level changes during 1950-83 for 13 observation wells in the Milford area-Contirued .



FIGURE 12.-Measured and computed water-level changes during 1950-83 for 13 observation wells in the Milford area-Continued .



FIGURE 1 2.-Measured and computed water-level changes during 1950-83 for 13 observation wells in the Milford area-Continued .



FIGURE 13 .-Measured and computed water-level changes during 1950-83 for seven observation wells in the Mflford area
that show minimal differences (2 ft or less) in computed levels between constant and variable recharge from seepage .



FIGURE 13 .-Measured and computed water-level changes during 1950-83 for seven observation wells in the Milford area that
show minimal differences (2 ft or less) in computed levels between constant and variable recharge from seepage Continued .



FIGURE 14.-Measured and computed water-level changes during 1950-83 for three observation wells in the Milford area that
show substantial differences (more than 2 ft) in computed levels between constant and variable recharge from seepage .



TABLE 2.-Simulated steady-state (1927) and transient-state (1979-82) ground-water budget for the Milford area, Utah
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These changes are considered to be a reasonable estimate
of error for each parameter, although the estimate of error
may be much greater in areas with few data . After each
simulation, the average difference between computed
and calibrated steady-state heads was determined for
each layer in a 309-cell area (fig . 15) . The average differ-
ences obtained using the adjusted data were compared to
the average differences that existed in the calibrated mod-
el between the calibrated steady-state heads and the ini-
tial heads. In addition, the new head-dependent fluxes
were compared to the fluxes computed by the calibrated
model. The results of all simulations are summarized in
table 3 .

The largest changes in computed-head distributions
were due to variations in recharge at the eastern bound-
ary, maximum evapotranspiration rates, and evapotrans-
piration extinction depths; however, the difference
between the newly computed and calibrated steady-state
heads within the 309-cell area show relatively minor
changes compared to the calibrated-model values . The
largest changes in flux at head-dependent boundaries
were due to variations in recharge at the eastern bound-
ary, maximum evapotranspiration rates, and extinction
depths, in addition to transmissivity . Variations in re-
charge caused substantial changes in evapotranspiration .
Variations in evapotranspiration rates and extinction
depths changed the flux at the basin inflow boundary and
variations in transmissivity caused changes in flux at both
the inflow and outflow boundaries . In conclusion, the
flux at head-dependent boundaries seems to be moder-
ately sensitive to variations in some of the data . Conse-
quently, even though the changes in computed head that
result from errors in estimation of data are relatively
small, the model-calculated water-budget components
might change .

LIMITATIONS OF MODEL

The limitation to the ground-water model of the Mil-
ford area is the uncertainty of water levels and values for
hydraulic properties in the northern one-half of the basin
and along the margins of the basin. Because of the uncer-
tainty in the potentiometric surface and hydraulic proper-
ties, our understanding of ground-water flow in these
parts of the basin is limited. Constant-head cells were
used initially along the eastern recharge boundary to de-
termine the flux entering the system from the consolidat-
ed rocks and any uncertainty in the values for head and
hydraulic conductivity would lead to uncertainty in the
computed flux . By maintaining all parameters within
reasonable limits, the computed flux along the recharge
boundary was similar to the value estimated previously .

Steep hydraulic gradients and larger cell size in the
southeast and the northwest parts of the simulated area
cause some differences between initial and computed
heads. These values were much larger than the generally
accepted calibration limits. Although the computed
heads were considerably different from measured heads,
the initial and computed hydraulic gradients in these ar-
eas are similar . Consequently, during transient simula-
tions, computed head changes between stress periods
were similar to actual head changes i-i the southeast . If
future model simulations were to consider the effects of
seepage from surface-water irrigation in the southeast
part of the simulated area and more data were available,
then model cell size in that part of the basin could be
made smaller to ensure greater accuracy .

On the basis of canal-loss studies, 3) percent of all sur-
face water and ground water used for irrigation was as-
sumed to seep into the ground-water system . In making
this simplistic assumption, variations in seepage due to
the use of different methods of irrigation and differences
in soil conditions were not taken into account . This as-
sumption probably does not make a substantial differ-
ence in the overall accuracy of the calibrated model, but
could make a difference in the accuracy of a computed
head of a specific cell .

The effects on layer 1 due to increa-,ed withdrawals in
layer 2 could not be tested accurately without additional
water-level and aquifer-test data from wells completed
only in deeper zones of the basin-fill aquifer . These data
would be necessary to define and calibrate the vertical-
head gradient and flux within the area of ground-water
development.

SHORT-TERM PREDICTIVE SIMULATIONS

The model of the Milford area was used to project the
effects of ground-water withdrawals from 1983 to 2020 .
Computed water levels at the end of the 1979-82 stress
period, derived from the historical transient simulation,
were used as the starting point for the short-term predic-
tive simulations . As in the transient simulation, average
values for seepage were used for all stress periods . Be-
cause the model was designed principally to simulate rel-
ative declines and possible trends in ground-water levels,
no attempt was made to simulate future variations of flow
in the Beaver River and its associated irrigation-canal sys-
tem. Also, the extremely high flows in the Beaver River
for 1983 and 1984 were not simulated .

The model was used to simulate the response of the
ground-water system to three rates of ground-water
withdrawal. The areal and vertical distributions of the
withdrawals for 1979-82 were used for all simulations . In



FIGURE 15.-Boundary of active cells during model simulations and areal distribution of cells used for comparison
during sensitivity analysis.
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TABLE 3 .-Results of sensitivity analysis for ground-water model, Milford area, Utah
[Percent change of new computed value, compared to calibrated model given in parentheses]

the first simulation, withdrawals equal to the 1979-82
average rate caused water-level declines of more than 12
ft near the south end of the Mineral Mountains and de-
clines of 6 to 10 ft in the area of pumping (fig . 16). The
smaller water-level declines in the area of pumping can
be attributed to decreased evapotranspiration and to de-
creased storage depletions (table 4), indicating that the
ground-water system could conceivably be approaching
a new equilibrium condition . The projected water-level
declines along the eastern margin of the simulated area
are a continuation of the boundary effects that were sim-
ulated at the end of the historical transient simulation .

In the second simulation, ground-water withdrawals
were increased to 1 .5 times the 1979-82 average rate . This
rate of ground-water withdrawal is about 15 percent larg-
er than the maximum average rate applied in the histori-
cal, transient simulation for 1974-78 (table 1) and it is
equal to the largest annual rate of withdrawal reported
for 1974 (fig. 6). Although long-term ground-water with-
drawals probably would not remain this large, it could
approach this level for short periods as it has in recent
years. This simulation resulted in projected water-level
declines of more than 35 ft at the center of a well-defined
cone of depression that covered the entire southern one-

half of the basin (fig . 17) . As would be expected with the
extent of projected water-level declines, evapotranspira-
tion decreased and storage depletion and basin inflow at
the southwest boundary increased (tal'1e 4) . Minor wa-
ter-level rises of less than 1 ft were projected for the ex-
treme north end of the basin. These rises probably are
due to minor flux imbalances at the no°thern boundary .

The third simulation used ground-water withdraw-
als at double the 1979-82 rate . This simulation projected
water-level declines of more than 70 ft at the center of a
well-defined cone of depression (fig. 1F). Water-level de-
clines of more than 40 ft were projected at the eastern and
western boundaries of the basin . Storage depletion be-
comes a large component in the water budget at this rate
of withdrawal (table 4) . Pumping at thi i rate with the cur-
rent (1984) distribution of wells would be a worst-case
possibility. Pumping could not approach this rate with-
out considerable development in the north part of the ba-
sin. If substantial development did occur in the north
part of the basin, the overall water-level declines would
be less because withdrawals would be distributed
throughout the basin rather than beinz restricted to the
southern one-half .



FIGURE 16.-Projected water-level declines in the basin-fill aquifer for 1983-2020, assuming ground-water
withdrawals equal to the 1979-82 average rate .



FIGURE 17.-Projected water-level declines in the basin-fill aquifer for 1983-2020, assuming ground-water
withdrawals equal to 1 .5 times the 1979-82 average rate.



FIGURE 18.-Projected water-level declines in the basin-fill aquifer for 1983-2020, assuming ground-water
withdrawals double the 1979-82 average rate



TABLE 4.-Projected changes in ground-water budget components due to increased ground-water withdrawals,
Milford area, Utah
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